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SUMMARY  This paper presents a new self-organization clas-
sification algorithm for remote-sensing images. Kohonen and
other scholars have proposed self-organization algorithms. Ko-
honen’s model easily converges to the local minimum by tuning
the elaborate parameters. In addition to others, S.C. Amatur
and Y. Takefuji have also proposed self-organization algorithm
model. In their algorithm, the maximum neuron model (winner-
take-all neuron model) is used where the parameter-tuning is
not needed. The algorithm is able to shorten the computation
time without a burden on the parameter-tuning. However, their
model has a tendency to converge to the local minimum eas-
ily. To remove these obstacles produced by the two algorithms,
we have proposed a new self-organization algorithm where these
two algorithms are fused such that the advantages of the two
algorithms are combined. The number of required neurons is
the number of pixels multiplied by the number of clusters. The
algorithm is composed of two stages: in the first stage we use
the maximum self-organization algorithm until the state of the
system converges to the local-minimum, then, the Kohonen self-
organization algorithm is used in the last stage in order to im-
prove the solution quality by escaping from the local minimum
of the first stage. We have simulated a LANDSAT-TM image
data with 500 pixel x 100 pixel image and 8-bit gray scaled. The
results justifies all our claims to the proposed algorithm.

key words:  neural network, self-organization, remote-sensing,
classification

1. Introduction

Remote sensing images of the earth surface taken from
a satellite contain various useful information. One ap-
proach to analyze remote sensing images is clustering.
Clustering remote-sensing images is to force each pixel
based on images of different p-type bands in one of
several clusters according to the similarity of the p-
dimensional feature vector.

Some well-known hierarchical clustering methods
include the Ward algorithm and the Centroid algorithm.
Other clustering methods such as self-organization
clustering algorithms, proposed by Kohonen[1] and
Takefuji[6], use unsupervised-neural-network-learning
model. The hierarchical clustering methods have a se-
rious problem when the state of the system converges
to a local minimum and they require a long computa-
tion time. The self-organization models proposed by
Kohonen and Takefuji are able to resolve the prob-
lem. However, their methods have much rooms to be
improved [2]-[6].
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Generally, image classification problems take enor-
mous computation time due to large amount of data.
(There are MY possible ways when we classify N pixels
into M clusters.) Therefore, our objective is to present
a high-speed classification algorithm.

In this paper, we propose a new self-organization
algorithm where two self-organization algorithms in-
cluding the feature map model proposed by Kohonen
and the maximum neuron model proposed by Takefuji
are fused. We compare our algorithm with the best
existing self-organization algorithms using real remote-
sensing images.

2. Three Algorithms
2.1 Maximum Neuron Model (MNM)

In classifying P-dimensional N pixels into M clusters,
MxN neurons are required. U,,, is the input to the
nmth neuron, and V,,, is the output. V,,, = 1 if the
pixel n is assigned to cluster m, and V,,,,, = 0 otherwise.
.1 IS the density of pixel k in the sth image file, Xy
the feature vector of pixel k, and X the feature vector
of the centroid of cluster [ in the following equation. nl
is the number of pixels classified into cluster [.

N
Xk: = (xlkn'TZka RS mP]C)7 Yl = (Z kakl)/nl (1)
k=1
The distance between pixel k£ and cluster [ based
on the square of Euclidean measure is given as Ry in
the following equation.

Ry = (Xk - E)Z (2)

The objective function is determined by the mean
square root when each pixel is classified into suitable
clusters as follows:

N M
E= Z Z Rt Vi (3)

k=11=1
Generally speaking, the lower the value of F, the
better the result of image clustering. The purpose of
this clustering problem is to reduce the value of F. In
order to converge to the optimum solution by reducing
the value of F, the derivatives of input U with respect

to time ¢ are given by:

AUy = — Ry 4)
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The output V of the maximum neuron is deter-
mined by:

Vim(t+1) =1 if Ugpm = max| Uy (t);V:1], (5)

0 otherwise

Algorithm of MNM

1 Initialize the input of neurons U with uniform-
random values.

2 Use the input-output function of Eq. (5) to update
the new output values.

3 In each clustering, compute the centroid (or cluster
means) X; using Eq. (1).

4 For each neuron, compute the value of R of Eq. (2)
and derivatives of Eq. (4).

5 For each neuron, update input U using the first
order Euler’s method:

Upi(t+ 1) = Ugi(t) + AUk (6)
6 Go to step 2 until the value of F does not change.
2.2 Kohonen’s Feature Map Model

The Kohonen’s feature map clustering algorithm is de-
scribed as follows. In classifying P-dimensional N
pixels into M clusters, P-dimensional weight vectors W1,
Wa, ..., Wy are required (W; = (w1, wat, ..., wpp)).

Algorithm of Kohonen’s model

1 Initialize W with uniform-random values.

2 For each pixel, compute the distance between the
pixel and the M weight vectors based on the mean
square root.

(Xk*Wl)z (l=1,2,...M) ©)

Then, select a vector W, such that W, satisfies
Eq.(8), and update W, using Eq.(9) as shown in

Fig. 1.
(Xi — W,)? = min(X;, — W;)? (8)
(1=1,2,...M)
W.(t+1) =W,(1t) + a(X, — W,) )
0<a<l)

3 Goto step 2 until W, ~ X;(I = 1,2,...,m). (In the
early learning stage, o is set at about 0.8. As the

learning progresses, o gradually becomes closer to
0.)
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Fig. 1 P-dimensional vector space.

Table 1 LANDSAT-D sensor.

| band I frequency(um) ‘

1 0.45~0.52
0.52~0.60
0.63~0.69
0.76~0.90
1.55~1.75

10.40~12.60
2.08~2.35

N || Ut AN

2.3 The Proposed Algorithm

1 First, use the MNM until the value of E does not
change anymore.

2 Then, use the Kohonen’s model until the state of
the system converges to a solution.

3. Tested Data

The remote-sensing images of Yokohama taken by the
LANDSAT-D with TM (Thematic Mapper) are used.
The resolution i1s 30 x 30m, and the data size is
500 pixel x 100 pixel. The image data are taken by seven
frequency bands as shown in Table I, and the density
is 8-bit gray scaled as shown in Fig. 2.

4. Tested Results

Figure 3 shows the tested results using three meth-
ods (MNM, Kohonen’s model, and the proposed algo-
rithm) where the number of clusters is seven as shown
in Table 2. Figure 4 shows the relationship between F/
and the number of iteration steps. Figure 4 shows that it
takes more than 70 iteration steps to converge in MNM
and Kohonen’s model, while about 20 iteration steps in
the proposed algorithm.

Table 3 and Figs.5-8 show the statistical result
of three methods where each method was simulated
by 200 runs, and 5-clustering, 7-clustering, 9-clustering,
and 11-clustering were experimented respectively. Ta-
ble 3 and Figs.5-8 show that the proposed algorithm
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Fig. 3  7-clustering of three methods. (a), (b), (c) show the result of the MNM, that of
Kohonen’s model, and that of the proposed method respectively.
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is superior to MNM and Kohonen’s model in terms
of the solution quality. For example, the average cost
of E/' by 200 7-clustering simulation runs is 8.73 x 107
in the MNM, 9.37 x 107 in the Kohonen’s model, and
8.35 x 107 in the proposed algorithm. The simulation

Table 2  Seven clusters.
cluster I color l
sea blue
city red
vegetation green
road brown
forest yellow
building gray
artificial green | pink

logyeE

44

43

42

E(Total cost)

4.1

100 20 30 40 50 60 70 80 90 100
The number of iteration stepa
———MNM

Kohenen's madel
=——The proposed algorithm

Fig. 4 The relationship between E and the number of iteration

steps.
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result describes that the proposed algorithm converges
to the best solution among three methods. The standard
deviation cost of £ by 200 7-clustering simulation runs
is 3.27 x 10% in the MNM, 1.15 x 107 in the Kohonen’s
model, and 1.88 x 10° in the proposed algorithm. The
simulation result concludes that the proposed algorithm
provides the best solution quality among three methods.
We have obtained the same result in the experiments of
5-clustering, 9-clustering, and 11-clustering.

Frequency

Kohonen's mods|

The proposed algorithm
v~ MNM

x10"

Fig. 5 5-clustering by 200 simulation runs.

Frequency

<
& o7 > The proposed sigorithm
& &% Kohonen's modal

<27 uNM

x10”

Fig. 6 7-clustering by 200 simulation runs.

Table 3  Statistical analysis.

The average cost of E by 200 simulation runs.

The number of clusters MNM Kohonen’s model The proposed algorithm—l
5 1.25x108 1.21x 108 1.15x108
7 8.73x107 9.37x107 8.35%107
9 7.17%x107 7.95x107 6.88x107
11 6.12x107 6.94x 107 5.82%107

The standard deviation cost of E by 200 simulation runs.

Ighe number of clusters MNM Kohonen’s model The proposed algorithm
5 1.85x107 6.71x10° 1.69x10°
7 3.27x10° 1.15x 107 1.88x 108
9 1.76x 108 7.67x108 7.13x10°
11 1.48 %108 7.37%10° 8.98x 105
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Fig. 7 9-clustering by 200 simulation runs.
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Fig. 8 1l-clustering by 200 simulation runs.

5. Conclusion

Figure 4 shows that the number of iteration steps of
the proposed method to converge to a solution is the
smallest among three methods. In other words, our new
method shows the fastest solution convergence. Table 3
and Figs. 5—8 show the superiority of the solution qual-
ity in the proposed method. In our experiments, the
advantages of our method were partly justified in terms
of the solution quality and the computation time.

By using binary neuron model, the fluctuated con-
verging process provided and produced by MNM has
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been dynamic. However, MNM easily converges to the
oscilliation state of local minimum because of the lim-
itation of its ability. In the Kohonen’s model it takes
longer computation time to converge than MNM does.
Moreover, the solution quality of the Kohonen’s model
depends on the initial state. To resolve these problems
in Kohonen’s model one of well known method is to
make a time chart for the parameter tuning. Gener-
ally, the optimal parameter tuning is a time-consuming
task based on empirical knowledge. The proposed al-
gorithm simply resolves these problems by using MNM
as a pre-processing of Kohonen’s model.
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