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A Parallel Algorithm for Channel Routing Problems

Nobuo Funabiki, Student Member, IEEE, and Yoshiyasu Takefuji, Member, IEEE

Abstract—A parallel algorithm for channel routing problems
is presented in this paper. The channel routing problem is very
important in the automatic layout design of VLSI circuits and
printed circuit boards. The problem is to route the given inter-
connections between two rows of terminals on a multilayer
channel where the channel area must be minimized. Although
several algorithms have been proposed for two-layer problems,
two-layer-and-over-the-cell problems, and three-layer prob-
lems, the current advancement of VLSI chip technology allows
us to use four layers composed of two metal layers and two
polysilicon layers for routing in a chip. The goal of the pro-
posed parallel algorithm is to find the near-optimum routing
solution for the given interconnections in a short time. The al-
gorithm is applied for the four-layer channel routing problems
where it requires n X m X 2 processing elements for the n-net-
m-track problem. The algorithm has three advantages over the
conventional algorithms: 1) it can be easily modified for accom-
modating more than four-layer problems, 2) it runs not only
on a sequential machine but also on a parallel machine with
maximally n X m X 2 processors, and 3) the program size is
very small. The algorithm is verified by solving seven bench-
mark problems where the algorithm finds routing solutions in
a nearly constant time with n X m X 2 processors.

I. INTRODUCTION

HE channel routing problem in a multilayer channel

is very important in the automatic layout design of
VLSI circuits and printed circuit boards. A channel con-
sists of two parallel, horizontal rows of points, which are
called terminals. The terminals are placed at regular in-
tervals and identify the columns of the channel. A net
consists of a set of terminals that must be interconnected
through certain routing paths. Some nets may have a con-
nection point at one or both ends (top and/or bottom) of
the channel. The channel routing problem is not only to
route the given nets or interconnections between the ter-
minals on the multilayer channel, but also to minimize the
channel area.

The sequential algorithms for the two-layer channel
routing problems have been extensively studied [1]-[15].
These algorithms have the following common features.
The routing paths consist of the horizontal segments which
are parallel to the terminals of the channel and the vertical
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segments. All the horizontal segments of the routing paths
are assigned on one layer and all the vertical segments of
them are assigned on another layer. The connections be-
tween the horizontal segments and the vertical segments
are made through the contact windows, which are called
via holes. For the integrated circuits, typically the hori-
zontal segments are embedded on a metal layer while the
vertical segments are embedded on a polysilicon and/or
diffusion layer. Any two routing paths on the same layer
cannot be placed within a certain distance of each other,
which is called the separation condition. For conve-
nience, a unit grid is superimposed on the channel where
the size of one unit satisfies the separation condition and
all the terminals are located at the grid points. All the
routing paths on the channel must follow the grid lines.
The horizontal segments are called tracks and the vertical
segments are called columns. In this model, the separa-
tion condition is that no two nets must be embedded on
the same track or on the same column if they overlap
there, which is called overlapping condition. When the
width of the channel is fixed, minimizing the channel area
is equivalent to minimizing the number of the necessary
tracks where all the given nets must be embedded.

In some sequential algorithms, doglegging is intro-
duced where a routing path of a net is split into two or
more horizontal segments on different tracks [3], [7]-[15].
Doglegging is sometimes effective in reducing the number
of tracks of the channel and to solve the cyclic conflict.
The cyclic conflict occurs when one net interconnects a
top terminal on the ith column with a bottom terminal on
the jth column while another net interconnects a bottom
terminal on the ith column with a top terminal on the jth
column. Note that a top terminal means a terminal at the
top end of a channel and a bottom terminal means a ter-
minal at the bottom end of a channel. However, this cyclic
conflict occurs infrequently and it can often be avoided by
rearranging the terminal placement. Doglegging requires
additional via holes, which reduce the reliability of the
VLSI system and increase the manufacturing cost. It is
desirable either to reduce the number of doglegs or to
eliminate doglegs completely for the practical use.

To further reduce the channel area, several sequential
algorithms for two-layer-and-over-the-cell channel rout-
ing problems [16]-[21] and for three-layer channel rout-
ing problems have also been proposed [22], [23]. The
over-the-cell channel routing algorithms use not only the
conventional two layers of channel but also the area over
the cells for interconnections. The three-layer channel
routing algorithms use two layers for the horizontal seg-
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ments and one layer for the vertical segments. Although
these algorithms find better solutions than the algorithms
for two-layer problems, they are still based on two-layer
routing technique so that it is not easy to apply them for
more than three layers problems. It is not guaranteed to
find the optimum solution with their algorithms.

The channel routing problems are proved to be NP-
complete. LaPaugh shows the NP-completeness of the
channel routing problem without doglegging [5]. Szy-
manski shows the NP-completeness of the channel rout-
ing problem with doglegging [12]. Gudmundsson et al.
show the NP-completeness of the over-the-cell channel
routing problem [19].

Several parallel routing algorithms have been proposed
for the knock-knee model [24], [25], for the river routing
[26], [27], and for the global routing [28], [29]. A parallel
channel routing algorithm based on simulated annealing
was also proposed in [30], but the algorithm does not
guarantee finding optimum solutions. Although parallel
channel routing algorithms which flexibly accor®modate
future advancement of VLSI technology have been in
great demand, few such parallel algorithms have been re-
ported. The parallel algorithms will be extensively used
in the near future.

This paper is organized as follows: Section II contains

the basic background about our neural network approach

for channel routing problems. Section III describes the
system representation for four-layer channel routing prob-
lems in our algorithm. Section VI gives the details of the
algorithm and of the implementation on a sequential ma-
chine. In Section V simulation results in the seven bench-
mark problems are shown and discussed. Section VI ex-
plores the modification for more than four-layer problems.
Concluding remarks are presented in Section VII.

II. NEURAL NETWORK APPROACH FOR CHANNEL
RouTING

In this paper we propose a parallel algorithm for four-
layer channel routing problems which can be easily ex-
tended to problems involving more than four layers. The
current state of VLSI chip technology allows us to use
four layers—two metal layers and two polysilicon lay-
ers—for routing in a chip [31]. The algorithm embeds the
given nets on one of the two independent two-layer chan-
nels which have the same structure as the conventional
two-layer channels. In other words, the four-layer chan-
nel has two layers for the horizontal segments of the nets
and two layers for the vertical segments of them. The pro-

posed algorithm, with slight modification, is able to solve -

two-layer problems, two-layer-and-over-the-cell prob-
lems, and three-layer problems.

The proposed parallel algorithm is based on a three-
dimensional artificial neural network model which is
composed of a large number of massively interconnected
simple processing elements. The processing elements are
called neurons because they perform the function of sim-
plified biological neurons. The artificial neural network

model for solving combinatorial optimization problems
was introduced by Hopfield and Tank [32]. However, they
use not only the sigmoid neuron model, which is slow for
the convergence, but also a decay term which is proven
to disturb the convergence [35]. In order to speed up the
convergence, the McCulloch-Pitts neuron model [33] has
been used without the decay term and applied to several
NP-complete and optimization problems [34]-[42].

The output Vi, of the ijkth processing element based on
the modified McCulloch-Pitts neuron model [36] is

V=1 if Uy > 0and Uy = max {U,,}
forg=1,-+,mandr =1, 2
=0  otherwise €))

where Uy, is the input of the ijkth processing element and
m is the number of tracks of the channel. The change of
the input Uy, is given by the partial derivatives of the
computational energy E with respect to the output Viks
where E is a 2nm-variable function: E(Vyyy, Viyg, =« * ,
Vaum2). Note that n is the number of given nets. The equa-
tion is called a motion equation, given by

M{ — _3E(V111, Vi, ** 5 Vimd)
dt 8V,~jk ) '

@)

The motion equation also presents the interconnections
between the processing elements.

Whatever computational energy function E is given, the
motion equation forces it to monotonically decrease. The
following proof shows that the motion equation forces the
state of the system to converge to the local minimum
where the energy function E is usually nonconvex. The
motion equation performs the gradient decent method to
minimize the energy function.

Proof: Consider the derivatives of the computa-
tional energy function E with respect to time #:

E_ 555V E
dt ij ok odt WV

dv dU;
= Z Z > — < - ——'Lk> where the motion
i

k dt dr
_ dUy
dt

dUy dViy,\ [dU,,
— DY T gk Uk
233 (dn ) (2

;i;%(d(/uk)( dt> =0 ®

equation repl. OE b
n replaces —— by
Wi

1l

1l

As long as the input/output function of the processing ele-
ments obeys the nondecreasing function, dVy/dUy, must
be positive or zero so that dE/dt is negative or zero.
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Therefore the state of the system is always guaranteed to
converge to the local minimum [39]. Q.E.D.

IIT. SYSTEM REPRESENTATION

Fig. 1(a) shows a channel routing problem in [7] where
ten nets are given to be routed in a four-layer channel
which has three tracks. The ten nets are (72, 75), (Bl,
B6), (B2, B4), (T3, T9), (B3, T4, BS), (T6, B7), (T,
B11), (B8, B10), (B9, T10, B12), and (T11, T12), where
Ti indicates the top terminal at the ith column and Bj in-
dicates the bottom terminal at the jth column. For exam-
ple, net 1 (72, T5) has two terminals to be intercon-
nected; one is the top terminal at the second column and
the other is the top terminal at the fifth column. Fig. 1(b)
shows the system representation for this problem. Only
one horizontal segment is used for one net, and the ver-
tical segments of the net are automatically assigned on the
layer corresponding to the layer on which the horizontal
segment of the net is assigned. The channel routing prob-
lem can be simplified into the layer-track problem. This
involves finding the layer number and the track number
for embedding the horizontal segment of the given net
without violating the overlapping conditions. ’

Six (= 3 X 2) processing elements are used to indicate
layer and track on which a given net should be embedded.
Because three tracks of two layers for the horizontal seg-
ments are available for the ten-net and three-track prob-
lem, a total of 60 (= 10 X 3 X 2) processing elements
are used in this problem. V; represents the output of the
ijkth processing element, which corresponds to the ith net
and the jth track on the kth layer fori =1, - -+, 10, j =
1,2,3,and k = 1, 2. Generally n X m X 2 processing
elements are used to represent n nets, m tracks, and two
horizontal segment layers for the four-layer channel rout-
ing problems where m X 2 processing elements describe
the track number and the layer number for a single net.

The output of one and only one processing element
among the m X 2 processing elements should be nonzero
to locate the net on one of the m tracks of two layers. The
nonzero output means that the net should be embedded on
the corresponding track and layer. Fig. 1(b) shows one of
the solutions for this problem, where the black squares
indicate the nonzero output of the processing elements and
the white squares indicate the zero output of the process-
ing elements. Fig. 1(b) shows that the net 1 (72, T5) is
assigned on the second tragk of the first two-layer channel
and the net 2 (B1, B6) is assigned on the first track of the
second two-layer channel, and so on. Note that the two-
layer channel means a pair of two layers for the horizontal
segments and vertical segments. Fig. 1(c) shows the rout-
ing solution corresponding to Fig. 1(b).

Each net must satisfy the separation conditions; in other
words, no two different nets must violate the overlapping
conditions. Fig. 2 shows the overlapping conditions for
the horizontal segments of the nets, where head; indicates
the leftmost column number of the ith net and tail; indi-
cates the rightmost column number of the ith net. The
horizontal overlapping conditions for the ith-net-jth-track-

Colurm#: 1 2 3 4 5 6 7 8 9 10 11 12
TopTennj:ubl‘!l!!l!!!%J.——
1 4 5 1 6 7 4 9 10 10
Net#
2 35 3 5 2 6 8 9 8 7 9
Botom Terminals ————t————+—+—+—+—+———+—
(a)
i
Netg ——=>>
Vijk 1 23456789 10

1
1st Two-Layer Channel )'\L 2
(k=1) 3

Treck # l

Net#
1 23 456 78 9 10

2nd Two-Layer Channel 2
(k=2) 3 [
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S
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(©)
Fig. 1. System representation for a 10-net-3-track problem. (a) A 10-net-

3-track problem. (b) The output state of processing elements. (c) The rout-
ing solution corresponding to (b).
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Fig. 2. Overlapping conditions for horizontal segments. (a) Overlapping
condition: head; = head, =< head,. (b) Overlapping condition: head, <
head; < head,.
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kth-layer processing element are given by

El Vi + El Vi @
p#i p*i

head; < head,, < tail; head,, < head < tail,

This horizontal condition is nonzero if the horizontal seg-
ments of the other nets overlap the horizontal segment of
the ith net on the jth track of the kth layer.

Fig. 3 shows the overlapping conditions for the vertical
segments of the nets, where the ith net and the pth net
have terminals on the opposite sides of the same column.
The vertical overlapping conditions for the ith-net-jth-
track-kth-layer processing element are given by

n Jj n m
ZI T, q§1 Voge + El By, E‘j Vogk ©)

p=
p#i p*i

where T}, is 1 if the pth net has a bottom terminal at the
column at which the ith net has a top terminal and is 0
otherwise. By, is 1 if the pth net has a top terminal at the
column at which the ith net has a bottom terminal and is
0 otherwise. The vertical condition is nonzero if the ver-
tical segments of the other nets overlap the vertical seg-
ments of the ith net.

The motion equation of the ith-net-jth-track-kth-layer
processing element for the n-net-m-track problem is given
by

Wy _ _ 4 2 XV,—-1)-B 2
dt g=1r=1 p=1
p#i

head; < head,, < tail,

.+ 2 v,

b P! pi

p#i
headp < head; < tail,

n Jj n m
- B ; Ty ; Voar + ; B, Z_:..quk
p=1 g=1 p=1 =)

p*i p#*i
m 2
+ Ch (Zl Zl V,.,,,>. (6)
qg=1r=

The first term (4 term) in (6) forces one and only one
output among the 2m processing elements to be nonzero
where the ith net is assigned. The second and third terms

(B terms) exert the inhibitory forces. The B terms dis- -

courage the output of the ijkth processing element from
being nonzero if the other nets overlap with the ith net.
The last term (C term) provides the hill climbing which
allows the state of the system to escape from the local

top terminal of channel

vertical segment of the i-th net

q-th track
j-th track
vertical segment of the p-th net
bottom terminal of channel
(a)
P terminal of channel
vertical segment of the p-th net
j-th treck
-t track vertical segment of the i-th net
bottorn terminal of channel

(b)

Fig. 3. Overlapping conditions for vertical segments. (a) Overlapping
condition: j = g. (b) Overlapping condition: j < q.

minimum and to converge to the global minimum. The C
term encourages the output of the ijkth processing element
to be nonzero if the output of all the processing elements
for the ith net is zero. The function A(x) is 1 if x = 0 and
is 0 otherwise. A, B, and C are constant coefficients.

IV. PARALLEL ALGORITHM

The following procedure describes the proposed paral-
lel algorithm based on the first-order Euler method for the
channel routing problem where n nets and m tracks on the.
four-layer channel are given.

0) Sett=0,4=B=1,C =10, U min = —20 and

T _max = 500.
1) The initial values of Up@fori=1,---,n,j=
L, ,myandk =1, 2 are uniformly randomized

between 0 and U min, and 0 is assigned as the ini-

_ tial values of Viy(r) fori = 1, -+ , n,j = 1,
s,myandk =1, 2. .

2) Use the motion equation in (6) to compute A Uy,(z)

fori=1,---,n,j=1, - - ,myand k =1, 2.
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AUg(t) = — A4 ( Zl
o

n
p=1
p#+i
head; = heﬂdp < tail;

* Vi) — B l:
P
p

- B

2
;l Viqr(t ) —

Vo) +

IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN, VOL. i, NO. 4, APRIL 1992

)

£l

pX

p=1
p+i
head,, < head; < tail,

ijk(t)

+ 2 B, Z quk(t)} Vii(t)
p=1 q=J
p#FI
m 2
+ Ch < Zl % mq,(z)>. M
g=1r=1
Otherwise,
m 2
AUult) = —4 (El 2 Vi) ~ 1>
n n
- B El Voul®) + ,2‘1 V,(0)
pFEi pFI
head; < headp <atail; headp < head; < tailp
'L‘ J n m
—B| X T, 2 Vyu® + 2 B 2 V,u®
p=1 g=1 p=1 q=j
p#i p#EI
m 2
+ Ch < 21 Zl V,-q,(t)>. ®)
g=1r=
3) Compute Uyt + 1) fori =1, -+ ,n,j = 1,
-, m, and k = 1, 2 based on the first-order Euler 6) I V(1) = 1 and AUy() = Ofori =1, ,n,

method:
Uplt + 1) = Uy(n) + AUx®. )
4) If Uy(r + 1) > U_max then Uy(t + 1) = U_max

(10)
If Uyt + 1) < U_min then Uyt + 1) = U min
amn
fori=1,---,nj=1,-+-,mandk=1,2.

5) Evaluate the values of Vi, (r + 1) fori =1, - -+,
nj=1,-+,myandk =1, 2:

Vit + =1 if Uyt + 1) > 0 and Uyt + 1)
= max {Ug(t + D}
,mandr =1, 2

(12)

forg=1, -

0 otherwise.

3gje{l, -+ ,m}, and 3k € {1, 2} (all nets are
embedded without conflicts) or # = T_max, then ter-
minate this procedure; otherwise increment ¢ by 1
and go to step 2.

The modified motion equations in step 2 and the range
limitation of the input Uy(r + 1) in step 4 improve the
convergence frequency to the global minimum [36].
T max is the maximum number of iteration steps, and
U _max and U_min are the upper and lower limits of Uy (z
+ 1) respectively.

We divide the given nets into two groups to perform
this algorithm in two phases. The first group consists of
the longer nets, where the net width between the leftmost
column and rightmost column is more than 30% of the
total channel width, and the other group consists of the
remaining, shorter nets. It is necessary to fix the locations
of the nets in the first group in the beginning because it is
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difficult or impossible to find the locations for the longer
nets in the channel if many nets are embedded. Our strat-
egy is that in the first phase we assign the first group nets
by applying our algorithm only to them and in the second
phase we assign the second group nets by applying the
algorithm for all the nets where the outputs of the pro-
cessing elements corresponding to the first group nets are
fixed.

The state of n X m X 2 processing elements for the
n-net-m-track problem can be updated synchronously or
asynchronously. In this paper, the synchronous parallel
system is simulated on a sequential machine. The syn-
chronous parallel system can be performed on maximally
n X m X 2 processors while the performance is improved
as more processors are used. The following procedure/
program outlines the sequential program for simulating
the synchronous parallel system:

Program Parallel-Simulator-on-a-Sequential-Machine
initialization of Uy, and Vj, for i:=1 to n, for j:=1 to
m, and for k:=1 to 2,

{*** Main Program ***}
while (a set of conflicts is not empty) do
begin
{*** Updating all input values ***}
fori:=1ton
forj:=1tom
fork:=1to2
Uijk: = Ul]’(+A UUk’
{*** End of the first loop *¥*}

{**+* Updating all output values ***}
fori:=1ton
forj:=1tom

fork:=1to2
If Up>0 and Upy="U,,,, then Vi:=1 else
Vip: =05
{Ui-max is maximum among {U,,} for g=1,- - -,
mand r=1,2}

{*** End of the second loop ***}
end;
{*** Main Program end ***}

In the first loop all input values Uy are sequentially
updated while all output values Vj are fixed. Then, in the
second loop, all output values V are sequentially up-
dated while all input values Uy are fixed. This is equiv-
alent to simultaneously updating the values of all inputs
and outputs.

V. SIMULATION RESULTS AND DISCUSSION

The simulator based on the proposed algorithm has been
developed on a Macintosh SE /30 and IIfx in order to ver-

] 5 5 2o M N
-l 1
) ] =
1] 1 T
—H S
(a)
[T ]
1
=i, ]

-
-
4

‘E‘

(b)
Fig. 4. Solutions for example 1. (a) Solution 1. (b) Solution 2.
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Fig. 5. Solutions for example 3a. (a) Solution 1. (b) Solution 2.

ify our algorithm. The core program of the simulator in-
volves fewer than 100 steps in Turbo Pascal. The simu-
lator solved seven benchmark problems in [7], where it
took less than 10 min for the convergence on a Macintosh
IIfx. The benchmark problems have no cyclic conflict.

- Figs. 4-10 show solutions from our algorithm for the

seven problems respectively. Our algorithm found several
other solutions in the same problems from different initial
values of Uj;(#). Table I shows the numbers of nets in the
seven problems and the numbers of tracks which our al-
gorithm needed to route all nets in the four-layer channel.
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They are compared with the two-layer routing solutions
in [7] and the three-layer routing solutions in [22], where
no doglegging is allowed. Our algorithm found the theo-
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Fig. 8. Solutions for example 4b. (a) Solution 1. (b) Solution 2.

retically optimum solutions for the benchmark problems,
except for Deutsch’s example, where it found the near-
optimum solutions. Table II shows the frequency of the
convergence to the optimum solutions and the average
numbers of iteration steps where 100 simulation runs were
performed for each problem. For each simulation run, dif-
ferent initial values of Uj;(r) are randomly generated. Fig.
11 shows the relationship between the frequency and the
number of iteration steps to converge to the optimum so-
lutions in two problems. The simulation results empiri-
cally show that our algorithm solves the channel routing
problems in a nearly constant time with n X m X 2 pro-
cessors. It is observed that the O(nm) time sequential al-
gorithm is achieved by the modified proposed algorithm,
where n is the number of nets on an m-track-four-layer
channel.

VI. MODIFICATION FOR MORE THAN FOUR-LAYER
PROBLEMS

In order to show the flexibility of the proposed parallel
algorithm, we modified and applied the algorithm for
2s-layer channel routing problems, where a channel has s
layers for the horizontal segments of the nets and s layers
for the vertical segments of them. The motion equation in
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TABLE I
COMPARISONS OF TRACK NUMBERS WITH OTHER NO-DOGLEGGING ROUTERS
Number  Our Four-Layer Two-Layer Three-Layer
Problem No. of Nets Solutions Solutions in [7] Solutions in [22]
Example 1 21 6 12 7
Example 3a 45 8 15 8
Example 3b 47 9 17 10
Example 3¢ 54 9 18 9
Example 4b 55 9 17 13
Example 5 61 10 20 10
Difficult Example 72 11 28 23




472
TABLE 11
SUMMARY OF SIMULATION RESULTS
Average Iteration Convergence
Steps to Optimum Frequency to
Problem No. Solutions Optimum Solutions

Example 1 84.4 44%
Example 3a 147.6 29%
Example 3b 89.9 53%
Example 3c 280.4 7%
Example 4b 150.3 40%
Example 5 101.6 76%
Difficult Example 133.1 17%

(6) is slightly modified as follows:

dU m s n

k= A X X V,-1)-B 2
dt g=1r=1 p=1
p#i

head; < head,, < tail;

* Vo + pi

n
2 V,
p=1
pEi
headp < head; < tail,

- B

m s

+ Ch < P Viq,>. (13)

As the example, we examined Deutsch’s difficult ex-
ample in six-layer, eight-layer, and ten-layer problems.
Figs. 12-14 show solutions for three problems. Table III
shows the numbers of tracks which the algorithm needs
to route all nets in the 4-10-layer channel for Deutsch’s
difficult example. Our algorithm found the optimum so-
lutions for each problem in this sHsV (s-horizontal-layer-
s-vertical-layer) model. The algorithm can be also easily
modified and extended for solving the 3s-layer channel
routing problems in the 2sHsV model. The 2sHsV model
has the possibility of giving fewer track solutions in the
same problem than the sHsV model. We conclude that our
parallel algorithm is so flexible that it can easily accom-
modate future advances in silicon technology.

VII. CoNCLUSION

This paper proposes a parallel algorithm for four-layer
channel routing problems and 2s-layer channel routing
problems in the sHsV model. The algorithm requires n X
m X 2 processing elements for the n-net-m-track routing
problem on the four-layer channel. The algorithm runs
not only on a sequential machine but also on a parallel
machine with maximally n X m X 2 processors. In seven
benchmark problems, the algorithm finds routing solu-
tions in a nearly constant time with # X m X 2 proces-
sors. The simulation results support the consistency of the
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Fig. 12. Six-layer solutions for Deutsch’s difficult example. (a) Solution
1. (b) Solution 2.
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Fig. 13. Eight-layer solutions for Deutsch’s difficult example. (a) Solution
1. (b) Solution 2.
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Fig. 14. Ten-layer solutions for Deutsch’s difficult example. (a) Solution
1. (b) Solution 2.

TABLE III
TRACK NUMBERS IN 4-10-LAYER
SOLUTIONS FOR DEUTSCH'S
DIFFICULT EXAMPLE

Number of Number of
Layers Tracks
4 11
6 7
8 5
10 4

algorithm. They also show that the primary goal of find-
ing near-optimum solutions in parallel processing is suc-
cessfully achieved in terms of the computation time and
the solution quality. The algorithm can be easily modified
and extended to 3s-layer channel routing problems in the
2sHsV model. It might be interesting to investigate a par-
allel algorithm using doglegging.
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