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Abstract

A new parallel algorithm based on neural networks for solving sorting problems is presented in

this paper. The proposed algorithm uses O(n2) processing elements called binary neuron where n is
the unsorted elements. It requires two and only two steps, while the conventional parallel sorting
algorithm using O(n) processors proposed by Leighton needs the computation time O(logn) [1]. A
set of simulation results substantiates the proposed algorithm. The hardware system based on the
proposed parallel algorithm is also presented in this paper.

1. Neural network representation

Processing elements used in the new algorithm are called binary neurons where they perform the
function of a simplified biological neuron. The binary neurons have been successfully used for
solving graph planarization problems [2] and tiling problems [3]. The output of the binary neurons is

given by:

Vi=f(Ui)= 1 if Ui >. 0
0 otherwise '¢))

where Vj is the output of the ith neuron and Uj is the input to the ith neuron. The unsorted n-1
positive integers, N1, Ny, ..., Np, 1, and O (zero) which is a dummy (minimum) number are given
where the subscript i indicates the location of the register i which contains the number N;j. The goal
of sorting is to find a permutation IT=(xy, 2, ..., Ty_1) such that O<N“1<N,t2<...<Nnn-1. An

nxn neural network array is provided where each row and column corresponds to the location of the
register . The nxn array represents the directed adjacency matrix where one and only one neuron in
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the ith row (i=1,...,n) will be fired in order to determine the sorting order between N,ti and Nﬂi+1
as shown in Fig. 1. Note that N“i+1 must be greater than Nni but it must be the nearest number to

Nﬂi‘ The motion equation of the XYth neuron which is in the Xth row and in the Yth column

( X=1,...,n Y=1,..,n X#Y)is given by:

XY - . g(NxNy) (E g NyNy) Vxi- 1) @
i#X

where g(L,R)=1 if LR
0 otherwise 3

It is very important that all of the initial values at t=0 for Uy y(X=1,...,n Y=1,..,n X#Y) are set
to zero so that all of the Vxy(X=1,...,n Y=1,.,n X=Y ) are zeros, because of Eq. (1). If Ny is
greater equal Ny, Eq. (2) at t=0 becomes one because Vyy are zeros; and the neuron will fire. If
Ny is less than Ny, Eq. (2) will be negative so that the neuron is not fired. It is concluded that at
t=0 the zero initial values of Uy forces the neurons whose number is greater than Ny to fire as
shown in Fig.1(a). The term (Zg(N;,Ny)Vx; -1) forces one and only one neuron to fire per row.
The function of g(N;,Ny) plays a key role in our method to determine which permutation

connection should remain and which should be removed. After the first iteration, one and only one
neuron among fired neurons whose number must be not only greater than Ny but also be the

smallest number is forced to remain fired. In other words, only if Ny is greater equal Ny and the
smallest number among N; (i=1,...,n-1), the term Zg(Ni,Ny)VXi is one so that Eq. (2) will be
zero and the neuron is forced to remain fired, otherwise Zg(N;,Ny)Vx; is more than one so that
Eq. (2) will be negative and the fired neuron should be unfired, as shown in Fig.1 (b).

2. Algorithm and the simulation result

The first order Euler method was applied to the numerical simulation of Eq. (2) and each
simulation run was terminated after second iteration step. The following procedure describes the

proposed parallel algorithm. In the simulation, At was assigned to one.
0. Set t=0.
1. The initial values of Uxy(0) for X=1,.,n Y=1,.,n X=Y are assigned to zero.
2. Evaluate values of Vyy(t) based on the binary function, Eq. (1).

3. Use the motion equation Eq.(2) to compute AUxvy(®) for X=1,.,n Y=1,..,n X=zY.

AUxy(®)=- g(Nx,Ny )(2 g (N;,Ny) Vx; - 1) )
=X
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4. Compute Uy (t+1) based on the first order Euler method:
Uxy(t+1) = Uxy(®) + AUxy(®) for X=1,..,n Y=1l,.,n XzY (§)

5. Increment t by 1.

6. If t>2 then terminate this procedure, else go to step 2.
Fig. 1 shows a simple simulation result using the proposed algorithm to sort 15 numbers which were
randomly generated. The simulation was applied to various size of problems up to n=1000. All of
the results show that the computation time is constant, namely two-step.

3. Architecture

Fig. 2 depicts the architecture of the proposed parallel sorting system based on Eq. (2) where it is
composed of nx(n-1) processing elements. Sxy represents a switch which is controlled by a
comparator Cxy. Fig. 3 shows the detail circuit diagram of the 12th neuron, that is X=1 and Y=2.
S12 is the single-pole-double-throw switch which turns on when Nj is greater equal Nj. This
function is to implement g( Nx,Ny ) in Eq. (2). S22 thorough Sy are also the switches which
operate according to the results of the comparators. Each comparator compares two input values, N;
and Nj (i =2, .. ,n), and if N7 is greater equal Nj then switch Sjp turn on. The switches and the
comparators implement the summation term in Eq. (2). The output of S12 is the input to the neuron,

..dUj2
that is et

Conclusion

The proposed parallel algorithm requires two and only two iteration steps to sort unsorted
elements regardless of the problem size. The system based on the proposed algorithm uses nx(n-1)
neurons for n-1 sorting problems.
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Fig.1 The simulation result of n= 16
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Fig. 2 A circuit diagram of the sorting neural network
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Fig. 3 A detail circuit diagram of one neuron
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